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Abstract: The recent advances of e-commerce and e-payment systems have sparked an increment in financial fraud 

cases such as credit card fraud. Several classification techniques have been employed to detect credit card frauds 

in online transactions but their performances were affected by high cardholder’s data dimensionality. Thus, work 

employed Ant Colony Optimization for features extraction and evaluate its effectiveness using three selected 

classifiers. to detect fraud in credit cards online transactions. 3200 cardholders data (real and simulated) dataset 

with mix of genuine and fraudulent transactions. Ants Colony Optimization technique was used to extract features 

from the transactional data. Then, fraud detection system was designed with the three selected machine learning 

techniques (Back Propagation Neural Network, BPNN, Support Vector Machine, SVM and Naïve Bayes, NB) for 

classification. The results revealed that without features selection technique, NB, BPNN and SVM produced 

86.4%, 88.7%, 93.6%,  for accuracy respectively and while with ACO technique, the results or NB, BPNN and 

SVM produced  95.3%,  96.8%, and 97.6%.  

Keywords: Fraud Detection System, Back Propagation Neural Network, Support Vector Machine, Naïve Bayes, 

Ants Colony Optimization. 

I.   INTRODUCTION 

Increasing dependence on technology in e-Commerce and the m-Commerce domains has open room for serious threats in 

terms of security and privacy at alarming rate. The security threats are noticeable in banks transactions, internet shopping, 

insurance, etc. Hence, the proliferation of internet technology nowadays has led to the increasing in number of Online 

Identity Thefts, Credit Card Fraud, Insurance Fraud, Banking Fraud, and Money Laundering for illegal activities etc. [43], 

[28] [31]. The different types of methods for committing credit card frauds are application fraud (assumed identity, 

Financial fraud, Not-received items (NRIs); lost or stolen cards; account takeover; fake and counterfeit cards [4].  

Machine Learning is a subset of Artificial Intelligence (AI) that enables computers to learn from data and make decisions 

or predictions without being explicitly programmed to do so. Several of Machine Learning techniques have been deployed 

by the researchers to curb the proliferation of fraudulent activities on online fraudsters. [40] [6]. These techniques include 

Naïve Bayes (NB) [7, 21 20], K–nearest neighbours (KNN) [26], Support Vector Machine (SVM), [54, 62, 53, 36; 25], 

Back Propagation Neural Network (BPNN) [5, 63, 1,54], Random Forest (RF) [66, 63, 47; 44, 41; 37,30], Local Outlier 

Factor and Isolation Forest [67, 42, 57, 51, 27], Logistic Regression,(LR)  by [15, 8, 22, 2], XGBoost [65], Decision Tree 

(DT) [33], Self-Organized Map (SOM) by [23], Hidden Markov model (HMM) [25, 58, 59; 38, 17], Deep learning [60, 

41,49],  Convolutional Neural Networks [19], Fisher discriminant analysis [45], K-means  [17], generative adversarial 

networks  [10]; Graph Neural Network [11]  multi-layer neural networks [18, 16, 4], C4.5 decision tree [33],; fuzzy rough 
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nearest neighbor  [22, Bayesian belief network [24], AdaBoost [46], Deep Learning Neural Network [33, 51, 24; 12,68], 

boosted stacking [55] etc. 

However, in order to produce an optimum results using the above techniques, several efforts have been made to compare 

the effectiveness of these algorithms. The machine learning techniques that were compared in the literature include NB, 

KNN, and LR by [56], LR, DT, SVM and RF by [13], DT, k-Nearest Neighbor, LR, RF and NB by [32] and authors in 

[69]  used genetic algorithm (GA) for feature selection and compared DT, RF, LR, Artificial Neural Network (ANN), and 

NB. Also [60] employed GA for feature selection and compared GA-RF, GA-ANN and GA-DT, [60] evaluated the 

performances of random forest algorithm and decision trees. [62] worked on DT, RF, KNN, and Multilayer Perceptron 

Neural network (MLP).   

In 2020 [48] highlighted that inefficiency of these classifiers are caused by imbalance dataset (problem of skewed 

distributions of legal and fraudulent transactions in available data); problem of noise (irrelevant features) and problem of 

overlapping data, all these limits the accuracy of detection systems. Thus, this work employed Ant Colony Optimization 

as feature selector of attributes cardholders and then evaluate the performance of selected machine learning techniques in 

Fraud Detection System in online transaction system. The selected machine learning techniques are Back-Propagation 

Neural networks (BPNN), Support Vector Machines (SVM) and Naïve Bayes (NB).  

Ant Colony Optimization (ACO) is an algorithm inspired by the foraging behavior of ants and based on positive feedback 

mechanism. ACO has advantages of strong robustness, good global optimization ability and very useful in path planning 

and features extraction.  BPNN is fast, simple and easy to program, has no parameters to tune apart from the numbers of 

input and is a flexible method as it does not require prior knowledge about the network. SVM model is a supervised 

machine-learning method that is used to perform classification and regression analysis. SVM has high accuracy, and 

ability to deal with high-dimensional data, ability to generate non-linear decision boundaries. NB helps to calculate 

relationship for each predictor variable [32].  

II.   RELATED WORKS 

The authors in [34] presents an automated credit card fraud detection system based on the unsupervised neural network 

technology (Self-Organizing Map algorithm). The results were evaluated with performance metrics to determine its 

effectiveness. , It was deduced that the developed system produced false-positive rates that decrease as the rate of 

transactions intermix increase at malicious distribution of 0.5. Also, the developed fraud system produces 0.95 and 0.83 

for precision and accuracy respectively at profile 95 3 2. The researches in [35] proposed a probabilistic based model to 

serve as a basis for mathematical derivation for adaptive threshold algorithm for detecting anomaly transactions. The 

model was optimized with Baum-Welsh and hybridized posterior-Viterbi algorithms. The model used 3200 simulated data 

for training and 800 for prediction.  The results obtained from the evaluation showed the overall average of accuracy and 

precision are about 84% and 86% respectively. Also, The ROC curve revealed that this research falls in conservative 

performance region which implies that classifiers in this region commit few false positive errors. 

[7] presented a comparison analysis of different ML methods on the European cardholders credit card fraud dataset. The 

authors used an hybrid sampling technique to deal with the imbalanced nature of the dataset. The NB, KNN, and LR 

techniques were implemented using a Python based ML framework. The experimental results demonstrated that the NB, 

LR, and KNN achieved the following accuracies, respectively: 97.92%, 54.86%, and 97.69%. [55]. implemented a credit 

card fraud detection system using LR, DT, SVM and RF. These classifiers were evaluated using a credit card fraud 

detection dataset generated from European cardholders charaterised with highly skewed and imbalanced dataset. The 

experimental outcomes showed that the LR, DT, SVM and RF obtained the following accuracy scores: 97.70%, 95.50%, 

97.50% and 98.60%, respectively. In 2019, the authors in [54] developed a novel fraud detection system which contain 

two steps. In the first Step, sequences of transactions are added in to the system using HMM to categorize expenditure 

behavior of card holders as low, medium and high. In the second step, the fraud is detected in the credit card using the 

cluster comparison of the transactions. The proposed system has been developed for detection of credit card frauds which 

gave about 87% accuracy. 

In 2020, the researchers in [63] proposed a machine learning based credit card fraud detection engine using the GA for 

feature selection. After the optimized features are chosen, the proposed detection engine uses the following ML 
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classifiers: DT, RF, LR, ANN, and NB. The proposed credit card fraud detection engine is evaluated using European 

cardholders and synthetic dataset were used. The proposed system gave average of 99.75% accuracy.  [58] conducted a 

performance analysis of ML techniques for credit card fraud detection. In this research, the authors considered DT, KNN, 

LR, RF and NB to classify European cardholders dataset. The experimental outcomes showed that the DT, KNN, LR, RF 

and NB obtained precisions of 85.11%, 91.11%, 87.5%, 89.77%, 65.2%, respectively.  

In 2021, Authors in [59] implemented an intelligent payment card fraud detection system using the GA for feature 

selection and aggregation. The authors implemented several machine learning algorithms to validate the effectiveness of 

their proposed method. The results demonstrated that the GA-RF obtained an accuracy of 77.95%, the GA-ANN achieved 

an accuracy of 81.82%, and the GA-DT attained an accuracy of 81.97%. [65] researchers designed a model to detect the 

fraud activity in credit card transactions with important features required to detect illegal and illicit transactions. The 

acquired credit card usage data-set were trained and tested using a RF and DT techniques. The results indicated 

concerning the best accuracy for RF is 98.6% respectively. 

[56] authors in 2022 presented an innovative sensing method by employing SVM hyperparameter optimization using grid 

search cross-validation and separating the hyperplane using the theory of reproducing kernels. An online data science site 

called http://Kaggle.com provided the dataset used.  Each data entry has 30 fields. Only 492 or 0.17 percent of the 

284,807 credit card transactions in the database are fraudulent. The results showed that the developed system with SVM 

gave 98.36% accuracy. [3] researchers in 2024 introduced a state-of-the-art hybrid ensemble dependable Machine 

learning model that intelligently combines multiple algorithms with proper weighted optimization using Grid search, 

including DT, RF, KNN, and MLP, to enhance fraud identification. The Instant Hardness Threshold was used to address 

the data imbalance issue, technique in conjunction with LR, surpassing conventional approaches. They achieves 

impressive accuracy rates of 99.66%, 99.73%, 98.56%, and 99.79%, and a perfect 100% for the DT, RF, KNN, MLP and 

ENS models, respectively. 

III.   MATERIALS 

This section discusses the feature selection technique, the selected machine learning classifiers and the performance 

metrics employed. 

A. Ant Colony Algorithm  

The authors in [38] stated that Ant Colony Optimization (ACO) is a metaheuristic technique based on the research of ant 

group behaviours in the natural world. It imitates ant’s behaviours in establishing shortest paths from their nest to feeding 

sources and back. Individual ants are supposed to interact with each other by some chemical pheromone released by them. 

When an ant finds a food source, it releases chemical pheromone on the ground. The quantity of pheromone depends on 

the quantity and quality of the food source. The pheromone vanishes over time. When another ant looks for food, it moves 

in a random manner basically. However, if it detects chemical pheromone in the environment around, it will have higher 

probability to move toward the direction with denser pheromone. This in turns reinforces the trail with more pheromone, 

and attracts more ants to the food source. The indirect communication between the ants via the pheromone trail allows 

them to find shortest paths between their nest and food sources. The collective behaviour brings ACO with characteristics 

of positive feedback, parallel computing, robustness, and global optimization [38, 6]. 

Algorithm 1.  Simple ACO Algorithm  [67] 
 

Initialize τij(0) to small random values; 

Place nk ants on the origin node; 

repeat  

Let t = 0; 

for each ant k = 1, . . . ,nk do 

//Construct a path x
k
(t); 

x
k
(t) = ∅; 

repeat 

Select next node based on the probability  

Add link (i, j) to path x
k
(t); 

until destination node has been reached; 
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Remove all loops from x
k
(t); 

Calculate the path length f(x
k
(t)); 

end 

for each link (i, j) of the graph do 

//pheromone evaporation; 

Reduce the pheromone, τij(t),  

end 

for each ant k = 1, . . . ,nk do 

for each link (i, j) of x
k
(t) do 

     
 

        
 

Update τ
ij 

using equation (2.3); 

end 

end 

t = t + 1; 

until stopping condition is true; 

Return the path x
k
(t)with smallest f(x

k
(t)) as the solution; 

B. BN 

The Bayesian network was first introduced by Cooper and Herskovits (1992). Bayesian belief networks are statistical 

techniques in data mining. Bayesian networks are very effective for modeling situations where some information is 

already known and incoming data is unsure or partially unavailable. The goal of using  Baye rules is to correctly predict 

the value of a designated discrete class variable given a vector of predictors or attributes.  

Also, Bayesian classifier is a statistical method calculating probability that feature belongs to class based on applying 

Bayes' theorem. Because it assumes that the probabilities of individual features are independent of each other which is 

quite hard to happen in real world it is reason to be called naive. Considering that another event has already occurred to 

calculate the likelihood that an event will occur. It can be written as: 

    (1) 

Where posterior probability of target class c P(c|X) is calculated from P(c), P(X|c) and P(X) [33].   

C. SVM  

The SVM is statistical learning techniques and has successful application in a range of problems including classification 

tasks. They are closely related to neural networks and through the use of kernel functions, they can be considered an 

alternative way to obtain neural network classifiers. SVM algorithm is a supervised machine learning algorithm that has 

been applied to anomaly detection in the one-class setting. The basic idea of SVM classification algorithm is to construct 

a hyper plane as the decision plane which making the distance between the positive and negative mode maximum.  

This model has been demonstrated that it possess a higher accuracy of detection compared with other algorithms. It also 

has a better time efficiency and generalization ability. The primal formulation of SVM is shown as following equation (2) 

                     

   (2) 

Subject to  
  

 

There are mainly four kinds of hyperparameters for SVM to decide, which regularization factor C, kernel function type, 

kernel efficient  and degree of kernel functions. In particular, the degree is for polynomial kernel functions. Therefore, 

with different kernel functions, different hyper-parameters need to be tuned to find the best model [29].  
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D. BPNN 

Backpropagation neural network (as shown in figure 1) is the essence of neural network training. It is the method of fine-

tuning the weights of a neural network based on the error rate obtained in the previous epoch (i.e., iteration). Proper 

tuning of the weights allows you to reduce error rates and make the model reliable by increasing its generalization. 

Backpropagation in neural network is a short form for “backward propagation of errors.” It is a standard method of 

training artificial neural networks. This method helps calculate the gradient of a loss function with respect to all the 

weights in the network. 

 

Figure 1: The architecture of the ANN-BP [14] 

E. Performance Metrics 

The performance metrics employed are Accuracy (ACC) and False positive rate (FPR). The mathematical formulation of 

these indicators is as follows:  

       (3)                           (4)

 

where False positive – FP; False Negative- FN: True positive - TP: True Negative -TN 

IV.   METHODOLOGY 

This work delves into the captivating world of fraud detection, utilizing the power of machine learning to unveil hidden 

patterns and safeguard individuals and institutions from financial deception. The developed fraud system comprises of 

data acquisition, data pre-processing, feature extraction/selection, data classification and evaluation. The work flow 

diagram of the designed fraud detection system is shown in figure 2. 

A. Data Acquisition 

Real and simulated dataset with genuine and fraudulent were acquired for the experiment. Three thousand and two 

hundred transactional cardholders data (real and simulated) dataset with mix of genuine and fraudulent transactions. Ten 

real cardholders with twenty transactions each and one hundred and fifty simulated cardholders with twenty transactions 

each.  

 

 

 

 

 

 

 

Figure 2. Block Diagram of developed Fraud Detection System 
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B. Data Preprocessing 

Pre-processing corresponds to the modifications made to the dataset before feeding the algorithm. Several algorithms of 

machine learning make assumptions about data. It is often a very good idea to plan the data in such a way that the 

problem structure is better presented to the machine learning algorithms. Data pre-processing is a way of transforming 

original data into a clean dataset. 

C. Credit Card Features Extraction by ACO 

Feature extraction involves removing redundant or unnecessary data from the input dataset to facilitate their analysis 

using data mining techniques. The essential attributes like Card ID, Card Holder Name, Location, Date and amount was 

extracted by ACO from about 25 attributes of the dataset. The ACO algorithm is shown in Algorithm 1. 

Algorithm 1 Simple ACO Algorithm  

Function ACOFeatureSelection(Transactions, Features): 

  // Initialization 

 Set ACO parameters [N, F, T, P, H, F, τ_min, τ_max] 

    // ACO Algorithm 

  For each iteration: 

    For each ant: 

      f = randomFeature() 

      FI = computeFeatureImportance(f, Transactions) 

      updatePheromoneTrail(f, FI, P) 

    updatePheromoneMatrix(P) 

    updateHeuristicInformationMatrix(H) 

    // Feature Selection 

  For each feature: 

    FSP = computeFeatureSelectionProbability(f, P, H) 

    If FSP > θ: 

      SelectedFeatures.append(f) 

    Return SelectedFeatures 

D. Data Classification 

This is the last stage of the fraud detection process. The features extracted (ACO variables) were fed into the SVM, 

BPNN and NB classifier and the transactions were trained and classified to the corresponding transactions (legal or 

illegal). 

i. SVM  

SVM model intricate decision boundaries between fraudulent and non-fraudulent transactions. SVM incorporates a 

regularization parameter that helps prevent overfitting, ensuring better generalization to unseen data. The primal 

formulation of SVM is shown as following equation (5) 

 (5) 

Subject to   
                  

 

This formulation is called the soft-margin SVM. In essence, SVM picks a hyperplane to separate the data points from two 

classes with the largest margin, which means the smallest distance from all training points to the hyperplane. In this work, 

the kernel function for the validation data is Radial basis function kernel. The SVM algorithm is shown in Algorithm 2. 

Algorithm 2: Pseudocode of SVM 

  1. Collect and preprocess dataset: 

    - Features (F): {transaction_amount, location, time, merchant_category, etc.} 

    - Target variable (T): {fraudulent (1) or legitimate (0)} 

2. Split dataset into training (60%) and testing sets (40%) 

3. Choose SVM kernel (e.g., linear, polynomial, radial basis function (RBF)) 
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4. Train SVM model: 

    - Initialize weights (w) and bias (b) 

    - Minimize loss function using optimization algorithm (e.g., gradient descent) 

*Classification Phase* 

1. Input new transaction data (D) 

2. Compute decision value using trained SVM model: 

    -      decision_value = w^T * D + b 

3. Determine class label: 

    - If decision_value >= 0, classify as legitimate 

          - Else, classify as fraudulent 

ii. BPNN 

The BPNN model consists of an Input layer Hidden layers and an Output layer. The BPNN pseudocode is shown in 

Algorithm 3. 

Algorithm 3. BPNN Pseudo Code 

 Assign all network inputs and output Initialize all weights with small random numbers  

.  Load cardholder dataset (features and target variable) 

repeat 

 for every pattern in the training set  

Present the pattern to the network 

 // Propagated the input forward through the network: 

 for each layer in the network  

   for every node in the layer 

1. Calculate the weight sum of the inputs to the node  

2. Add the threshold to the sum  

3. Calculate the activation for the node 

 End 

          End  

// Propagate the errors backward through the network for every node in the output layer calculate the 

error signal end 

for all hidden layers for every node in the layer  

1. Calculate the node’s signal error  

2. Update each node’s weight in the network  

   End  

End  

// Calculate the Error Function End while ((maximum number of iterations < = specified) 

iii.  NB 

The goal of Naïve Bayes is to correctly predict the value of a designated discrete class variable given a vector of 

predictors or attributes. For the purpose of fraud detection, two Bayesian networks are constructed that describe the 

behavior of user.  First, a Bayesian network is constructed to model behavior under the assumption that the user is 

fraudulent (F) and another model under the assumption that the user is a non- fraudulent (NF).  

Considering that another event has already occurred to calculate the likelihood that an event will occur [17]. It can be 

written as: 

    (3)

                                          

Where posterior probability of target class c P(c|X) is calculated from P(c), P(X|c) and P(X). Admel [33, 72]. The NB 

pseudocode is shown in Algorithm 4. 

Algorithm 4: NB pseudocode 

Step 1. Collect and preprocess dataset: 

 Features (F): {transaction_amount, location, time, merchant_category, etc.} 

 Target variable (T): {fraudulent (1) or legitimate (0)} 
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Step 2. Split dataset into training (80%) and testing sets (20%) 

Step 3. Calculate prior probabilities: 

   P(Fraud) = number of fraudulent transactions / total transactions 

     P(Legitimate) = number of legitimate transactions / total transactions 

Step 4. Calculate likelihood probabilities for each feature (F): 

P(F|Fraud) = probability distribution of feature values for fraudulent transactions 

P(F|Legitimate) = probability distribution of feature values for legitimate transactions 

*Classification Phase* 

Step 5. Input new transaction data (D) 

Step 6. Calculate posterior probabilities using Bayes' theorem: 

  P(Fraud|D) = P(D|Fraud) * P(Fraud) / P(D) 

 P(Legitimate|D) = P(D|Legitimate) * P(Legitimate) / P(D) 

Step 7. Compare posterior probabilities: 

     If P(Fraud|D) > P(Legitimate|D), classify as fraudulent 

   Else, classify as legitimate 

V.   SYSTEM IMPLEMENTATION 

The system configuration include window10 operation system, MATLAB2016 version and SQL software. The developed 

system is illustrated by a Graphical User Interface shown in Figures 2. The dataset used in this study consisted of 3200 

transactions data, with 1920 transactions for training and 1280 transactions for testing. The dataset were classified using 

the three aforementioned techniques at 0.2, 0.35, 0.5 and 0.85 thresholds, and their performances were measured using 

False Positive Rate (FPR), and accuracy.  

VI.   DISCUSSION OF RESULTS 

The results, as shown in Table 1, gave the results of the classifiers at threshold of 0.85 with and without ACO. The results 

of FPR obtained by the techniques without ACO feature extractor, at threshold of 0.85 (which gave the lowest values), 

showed that NB, SVM and BPNN produced 18.9%, 19.5% and  23.3% 

 

Figure 2: Graphical User Interface showing training and testing phase 

respectively. While the results of FPR obtained by the techniques with ACO feature extractor showed that SVM, NB and 

BPNN achieved 9.8%, 10.9% and 12.3% respectively.  The results of accuracy produced by the techniques without ACO 

feature extractor, at threshold of 0.85 (which gave the highest values), showed  that SVM, BPNN and NB gave 93.6%,  

88.7%, and 96.4% respectively. While the results of accuracy obtained by the techniques with ACO feature extractor at 

threshold of 0.85, showed that SVM BPNN and NB achieved 97.3%, 96.8%, and 95.3% respectively. The graphs of these 

results are shown in figure 3, 4, 5 and 6. 

Table 1: Results of Classifiers with and without ACO at 0.85 threshold. 

Metrics  Classifiers  without ACO Classifies with ACO 

NB% BPNN% SVM% NB% BPNN% SVM% 

FPR 18.9 23.3 10.9 10.9 12.3 9.8 

Accuracy 86.4 88.7 93.6 95.3 96.8 97.3 



                                                                                                                                                                    ISSN  2350-1022 
 

International Journal of Recent Research in Mathematics Computer Science and Information Technology  
Vol. 11, Issue 2, pp: (1-13), Month: October 2024 – March 2025, Available at: www.paperpublications.org 

 

 Page | 9 
Paper Publications 

  

Figure 3: Graph of Accuracies across all     Figure 4: Graphs showing Accuracies  

classifiers without ACO      across all classifiers with ACO 

 

Figure 5: Graphs showing False Positive Rate    Figure 6: Graphs showing False Positive Rate 

across all classifiers without ACO    across all classifiers with ACO 

VII.   CONCLUSION 

This study was able to evaluate the effectiveness of extracting features by ACO and then applied SVM, BPNN and NB 

algorithms to detect fraudulent and non-fraudulent transactions in an online transactions. A real and simulated cardholder 

dataset consisting of 3200 transactions were classified by three classification techniques with different threshold values. 

Under the two conditions, SVM demonstrated optimum performance in terms of accuracy and false positive rate, making 

it the most effective classifier for detecting fraudulent transactions and its ability to handle low and high-dimensional 

data, robustness against overfitting, and capacity to capture non-linear relationships. A lower FPR indicates fewer false 

alarms, making SVM the most effective in minimizing non-fraudulent transactions misclassified as fraudulent. Naive 

Bayes classifier, while providing acceptable results, showed slightly lower performance compared to SVM but better than 

BPNN when features were extracted.. In conclusion, extracting features improve the abilities of classifiers viz; SVM, 

BPNN and NB to detect fraudulent and non-fraudulent transactions more accurately. 
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